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A fundamental functionality of conversational agents is to be able to answer frequent questions
formulated in natural language. Indeed, a powerful question answering system improves the user
experience and reduces the number of calls made to the contact center.

In a previous blog post, we described the experiments that were conducted to implement such
a system with Dialogflow ES [1]. Since then, Nu Echo has explored new approaches to implement
a question answering system that could eventually be integrated into a conversational agent in
production. This article aims to summarize the steps that led to the choice of the final solution,
namely a system using Google’s Universal Sentence Encoder (USE) model combined with a neural
network.

1 Problem Definition
There are a myriad of ways to approach the problem of developing a machine learning based question
answering system. One of them is the answer selection task. It consists, for a given question, in
returning the best answer among a set of candidate answers which includes one or more correct
answers [2]. If the returned answer is one of the correct answers to the question, then the prediction
is correct, otherwise it is incorrect [2].

Knowing that an answer is associated with a question-answer pair, it seems reasonable to extend
this task definition and consider that a candidate can be a question-answer pair, its question or its
answer. When a candidate in one of these forms is selected, it is trivial to return the corresponding
answer.

The answer selection task is based on the assumption that there is always a correct answer for
each question. However, this is not always the case in a real question answering system [3]. Indeed,
we want the system not to provide a response if a user:

• asks an in-domain question which is not supported by the question answering system;

• asks an out-of-domain question;

• enters text that is not a question.

The answer triggering task offers this possibility. The different approaches to achieve it have
therefore been explored.

2 Potential Solutions
To complete the answer triggering task, the approaches described in Table 1 are possible [4]. These
approaches aim to achieve two subtasks: determining whether there is a correct answer and selecting
an answer [4].
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Approach Description
Joint A model jointly optimizes the subtasks of correct answer detection and answer selec-

tion.
Sequential with
upstream
rejection

A first model determines if there is a correct answer among the candidate answers. If
so, a second model determines the best answer and returns it.

Sequential with
downstream
rejection

For a given question, a model gives a score to each candidate answer. If the highest
score is greater than or equal to a predetermined threshold, the associated candidate
answer is returned.

Table 1: Answer triggering approaches.

The sequential approach with downstream rejection was considered preferable, in particular
because the threshold can be changed easily without retraining the model.

To accomplish the answer selection subtask, the approaches listed in Table 2 were considered.

Approach Description
Learning to
rank

A model learns to rank the candidate answers to a question so that the best answers
are at the top of the ranking [5].

Information
retrieval using
semantic
similarity

A neural model encodes the vectorial semantic representation of frequently asked ques-
tions into documents [6]. These documents are then stored in a database optimized
for the nearest neighbors search [6].

When a user asks a question, it is encoded with the neural model and a nearest neigh-
bors search is performed to find the frequently asked question that has the most se-
mantic similarity [6]. The associated answer can then be returned by the system.

Intent or text
classification

Intent classification is a text classification problem where classes correspond to different
intents. In the context of a question answering system, intents correspond to frequently
asked questions.

When a user asks a question, it is vectorized using a vectorization model, and then
the classifier predicts an intent. The associated answer is returned using a table of
correspondence between intents and answers.

Table 2: Answer selection approaches.

Among these approaches, only the last two have been retained. Learning to rank was considered
less interesting. Indeed, to train a learning to rank model, it is necessary to have a dataset in which
each example is associated with a score/degree of relevance [7], which is not easy to produce. Also,
since our conversational agents only display the best answer, there is no real need to optimize the
order of the other candidate answers.

3 System Definition
To accomplish the answer triggering task using intent or text classification, the system depicted in
Figure 1 can be used.
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Figure 1: Question answering system pipeline.

In this system, the text of a user’s question is first vectorized by a vectorization model. Then,
this vector is provided as input to a classifier whose classes correspond to frequently asked questions.
This classifier then outputs a probability for each class, and the highest probability is then compared
to a threshold. If this probability is greater than or equal to the threshold, the system returns the
answer of the class corresponding to this probability. Otherwise, it does not provide an answer.

This system can also be used for the answer selection approach based on semantic similar-
ity. Rather than using a database optimized for nearest neighbors search, one can use a k-nearest
neighbors classifier.

4 Dataset
A suitable dataset for the development of this question answering system was then selected. The
banking dataset banking77 [8], created by the conversational solutions company PolyAI, was chosen.
Although it is intended for the task of intent classification rather than answer selection, it contains
enough examples formulated as questions and enough intents (77) to be representative of the size of
an FAQ.

An interesting feature of this dataset is that it has three variants: 10, 30 and full. Variants 10
and 30 have a training set that contains only 10 and 30 examples per intent, which is a subset of
the examples in the full variant. All variants have the same test set, which contains 40 examples
per intent.

5 Methodology
The question answering system presented earlier contained two models: one for vectorization and one
for classification. Experiments were therefore carried out in order to determine the best combination
of models.

For each variant of the dataset and each combination of vectorization model and classifier, the
following procedure was performed:

• The training data was first vectorized with a vectorization model.

• A classifier was trained with a hyperparameter search procedure with cross-validation.

• The vectorized test data was provided to the classifier so that it could generate predictions
from it.

• Finally, these predictions were evaluated with the accuracy metric, which calculates the per-
centage of correct predictions.
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6 Vectorization Models
The traditional and neural vectorization models contained in Table 3 were evaluated.

Model Description
bag-of-words Represents a text by the number of occurrences of the words contained in it without

taking into account their position [9].
TF-IDF Like bag-of-words, but also considers the number of occurrences of words in all texts

to give less weight to words found in many texts (e.g., determiners) [9].
BERT (average
embeddings)

A pretrained BERT model that accepts a text as input and outputs a vector repre-
sentation that is averaged to obtain a sentence embedding [10].

Sentence-BERT A pretrained BERT model fine-tuned on several semantic tasks that accepts a text as
input and outputs a sentence embedding [10].

Universal
Sentence
Encoder (USE)

A neural network pretrained simultaneously on several semantic tasks that accepts a
text as input and outputs a sentence embedding [11].

For the base variant, the neural network is a Deep Averaging Network [12]. For the
large variant, it is the encoder of a Transformer [13].

Table 3: Vectorization models.

The traditional bag-of-words and TF-IDF models were used as baselines for the experiments.
They are based only on the training set of the dataset used for a given experiment. As for the neural
models, they are pre-trained on external datasets.

For each of these vectorization models, answer selection experiments were performed with dif-
ferent classifiers.

7 Experiments with a KNN Classifier
The semantic similarity approach described earlier encodes a vector representation of frequently
asked questions in a database optimized for nearest neighbors search. To evaluate the potential of
this approach, experiments were conducted with a k-nearest neighbors classifier, also called KNN
(KNeighborsClassifier [9]).

7.1 Cosine distance
First, experiments were performed with a KNN with cosine distance. For each of the variants in
the dataset, the USE large vectorization model performed best. It was also observed that the choice
of the vectorization model had a considerable impact on the performance. However, even for the
best vectorization model, the accuracy still left room for improvement. Indeed, for variant 10 of the
dataset, the accuracy was less than 80% (78.44%).

7.2 Learned distance
Then, other experiments were carried out with a learned distance function in order to improve the
performance. Metric learning aims to learn a task-specific distance function and is beneficial when
combined with a nearest neighbors model.

The Local Fisher Discriminant Analysis (LFDA [14] [15]) supervised learning algorithm was
used. It aims to bring together the examples of the same class and move away the examples belonging
to different classes. With this distance function, the USE large model obtained the best performance
for the 30 and full variants. However, this represents a very slight relative improvement over the
performance obtained with the cosine distance function.

In a PolyAI blog post that was published after the experiments described here were performed,
better results were reported with a metric learning method based on a neural network [16]. The
main advantage of the neural network over the LFDA algorithm is that it can learn a non-linear
transformation function. However, PolyAI’s experiments on different datasets showed that a neural
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network performed slightly better than a KNN with deep metric learning [16]. It is therefore not
clear that the benefits of KNN with learned distance are large enough to justify the additional
implementation complexity.

8 Experiments with a Linear SVM Classifier and a Multilayer
Perceptron Classifier (MLP)

Since the SVM classifier has outperformed a KNN with learned distance in another text classification
task [17], experiments were carried out with a linear SVM (LinearSVC [9]). For all variants of the
dataset and all vectorization models, the linear SVM actually performed better than the KNN (with
cosine distance or learned distance). As for the vectorization models, it was once again USE large
that performed the best.

Despite the very good performance of the SVM model on the answer selection task, it is not the
most appropriate model for the answer triggering task. As the SVM does not directly return proba-
bilities, a calibration module must be used. However, these probabilities are not very well calibrated
[9]. For the question answering system to be able to properly reject out-of-domain questions, it was
therefore preferable to use a machine learning model that directly returns probabilities, such as a
neural network.

Other experiments were thus performed with a multilayer perceptron (MLPClassifier [9]). This
resulted in a model with slightly better performance than the SVM, but which is better suited to
the answer triggering task, as it returns probabilities.

9 Evaluation on the Answer Selection Task
The answer selection experiments described previously established that the best model was the one
combining the Universal Sentence Encoder (USE) large with an MLP. To evaluate this model, a
comparison was performed with the NLU intent classification models of Dialogflow ES and Rasa
1.10.12.

The Rasa NLU pipeline that was used is listed below. It is based on the recommended config-
uration for English.

language: "en"
pipeline:
- name: ConveRTTokenizer
- name: ConveRTFeaturizer
- name: CountVectorsFeaturizer
- name: CountVectorsFeaturizer

analyzer: "char_wb"
min_ngram: 1
max_ngram: 4

- name: DIETClassifier
entity_recognition: False
epochs: 100
random_seed: 42

The training and test sets of each variant of the BANKING77 dataset were first transformed
into the format expected by Dialogflow and Rasa. Each NLU model was then trained on the training
set and evaluated on the test set with the accuracy metric. The results obtained are listed in Table
4.
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Variant
Model 10 30 full
USE (large) + MLP 86.33 90.03 92.69
Dialogflow ES 74.77 83.86 90.26
Rasa 69.03 86.33 91.17

Table 4: Evaluation results on the banking77 dataset.

It can be observed that for all variants of the dataset, the USE model combined with an MLP
performed better than Dialogflow ES and Rasa. However, it should be noted that the performance
of the Rasa model could surely be improved by optimizing the hyperparameters.

10 Evaluation on the Answer Triggering Task
The previous evaluation on the answer selection task aimed to verify the ability of a model to
provide the correct answer to a question supported by the system. For the answer triggering task,
an additional objective is to assess the ability of a model to reject an out-of-domain question.

To do this, a new “out_of_scope” intent containing 234 out-of-scope examples has been added
to the test set of the three variants of the banking77 dataset. More specifically, these examples are
questions related to COVID-19 drawn from this dataset [18].

To compare the performance of the models on the test set, a Receiver Operating Characteristic
(ROC) curve was used. This graph of one metric versus another (here AC/ID versus (AI+AO)/all)
is generated by varying a threshold. The definitions contained in Table 5 were used.

Definition
AC Number of correct predictions whose confidence score is greater than or equal to the threshold
AI Number of incorrect predictions whose confidence score is greater than or equal to the threshold
AO Number of out-of-domain predictions whose confidence score is greater than or equal to the

threshold
ID Number of in-domain examples
all Total number of examples

Table 5: Definitions used for the computation of metrics.

The ROC curves obtained are shown in Figure 2. A model whose curve is above another is
better. A perfect result would be to reach the top left corner of the graph, but this does not happen
in practice.
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(a) 10 variant (b) 30 variant

(c) full variant

Figure 2: ROC curves for the modified banking77 dataset with out-of-domain data.

It can be seen that, as in the previous evaluation, the USE model combined with an MLP
obtained the best performance, especially for variant 10. Additionally, it can be observed that if
the models had a similar performance on the answer selection task for the full variant, it is not the
case for the answering triggering task. This demonstrates the importance of this task to compare
different models.

For all models, the task of rejecting out-of-domain examples proved difficult, and confidence
scores were sometimes higher than expected. For example, Rasa’s model returned the intent
“age_limit” with a confidence score of over 95% for the following out-of-domain examples:

• “Will educational childcare centres provide meals and snacks?”

• “Should an employee who is 70 years of age continue to work?”

• “Can children accompany their parents in grocery stores, drugstores and other public spaces?”

This can be explained by the fact that the “age_limit” intent was the only one to have examples
related to age and children. A potential solution to this kind of problem would be to add similar
examples to an “out_of_scope” intent in the training set [19].

11 Conclusion
In conclusion, these experiments made it possible to deliver a proof of concept of a powerful question
answering system based on a machine learning model. A good balance between performance and
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efficiency could be achieved by using the USE large pretrained vectorization model combined with
an MLP.
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